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Abstract
Linear programming is a mathematical programmirghiéque to optimize performance under a set of
resource constraints as specified by organizationear fractional programming is a generalizatioh linear
programming. The objective functions in linear paogs are linear functions while the objective fimetn a linear
fractional program is a ratio of two linear funetio In his paper an attempt is made to solve theedty in linear
fractional programming problem by taking CCR modehich states that the collection of all feasibéduton to
CCR model constitutes a convex set whose extrenmespaorrespond to the basic feasible solutions.
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I ntroduction

Linear programming is a mathematical objective function has a numerator and a denominato
modeling technique designed to optimize the usdge o  Several methods to solve this problem have been
limited resources. Successful application of linear proposed so far [6]. Charnes and Kooper [1] have
programming exist in the areas of military, indystr proposed a method which depends on transferring the
agriculture, transportation, economics, health eapst LFP problem to an equivalent linear program.
and even behavioral and social sciences[4], whiieezar
fractional programming (LFP) problem is one whose

Linear Fractional Programming
Hungarian mathematician Bela Martos formulated esnisidered a so called hyperbolic programming grnobin
the year 1960, which in the English language spéitesature is referred as linear fractional pragming problems. In a
typical case the common problem of LFP may be féated as follows [3]:
. _— . _ PG _ Zj=1Pixsrpg
Given objective functio (x) = o —z}‘:ld,-x,-mo where D(x)>0

Which must be maximized (or minimized) subject to

Z] 104X < by, E=1,2,3, e e e v et e e e My

Yj=1aijX; = by, i=my+1m+2 ey

Yj=1aijX; = by, i=my+1 my+2, i
x; = 0, j=12,. R ()

A linear programming problem is said to be in gahﬁnrm |f all constraints ars (less than) inequalities and all unknown
variables are non- negative, that is

P(x) z:;'l=1PJ'X]+Po
Q) =——==g———
D(x) Zj=1d]x]+d0

Sub]eCt t@;l:l a”x] < b,:, i= 1, 2, 3, . 1
D(x) >0, VxeS

— Maximize (minimize)

Relationship with Linear programming

It is obvious that if alld; =0, j=12,.......n andd, =1 then linear fractional programming problem
becomes a linear programming problem. This is aaeavhy we say that a linear fractional programnpngblem is a
generalization of an linear programming problem.
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Given objective functio® (x) = Xj-; Pix; + Py
Which must be maximized (minimized) subject to

27':1 ai]-x]- < bi! i= 1, 2, 3, TP I (21
2j=1aijX; = by, i=my+1,my+2, My
Z;-lzl a;jx; = b;, i=my+1 my+2, .M
X 2 0, J=12, i
There are also a few special cases when the ofrigifaproblem may be replaced with an appropri@®epkoblem.
Casel: Ifd; =0, j=12,.......n,d, # 0, then objective function Q(x) becomes a linear one
n
P, Py P(x)
0= 4%+ 4=,

In this case maximization (minimization) of the ginial objective function Q(x) may be substitutedhmmaximization
(minimization) of linear functioﬁiﬁ corresponding on the same feasible set S.

0
Casell: If =0, j=1.2,.......n,then objective function

P(x) Py
QM) = 5= =5
(x) j=1 d]x] + dO
The above equation may be replaced with functiox).D this case maximization (minimization) of tbaginal objective
function Q(x) must be substituted with maximizati@ninimization) of a new objective function D(x) d#ime same feasible
set S.
Case Ill: If vectorsP =P, P, ........P, andd =d;d; ... d, are linearly dependent that is their exist syck
0,that P = ud the objective function
P(x) z:1':1 nd;jxj+Po_ Po—udo
Q(x) = D(x) X djxj+de ST djxj+do
x; =0, J =12 T
WhereD(x) >0, VxeS
A linear fractional programming problem is saicbtin general form if all constraints af2(less than) inequalities and alll

unknown variables are non- negative, that is
P(x) _ Zj=1Pjx;+P, . N
x) = — = o———— — Maximize (minimize
Q( ) D(x) Z;-lzl dej+d0 ( )
SUb]eCt t@?:l auxj < bi! i = 1, 2, 3, . ()

D(x) >0, VxeS

CCR (Charnes, Cooper & Rhodes) Model

The Data envelopment analysis originally proposg&hbarnes, Cooper and Rhodes (1978) [2] is calleddCR
model. This model allows input reducing and ouipateasing orientations and assumes constant eetarscale.
Ratio form of the CCR model:

T1ViYic
Maximize =22<
Z-{E UiXic
. Z] 1VjVjk
Subject to——— < 1, k=12,.c......n
i= 1“1 ik
i =&, i=1273,. S (1
> g, j=1,2, 3 - .S

Where C= DMU whose technlcal efﬁmency is beingaswred
xj, = Quantity of input | consumed by DMU k
yjr = Quantity of output j produced by DMU k
u; = Weight assigned to input i
= Weight assigned to output |

& = Very small positive number
The fractional linear programming can be writtenaabnear program with s+m variables and n+s+m-+istraint. The
problem is then formulated as
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CCR linear model: ~ maximizgs_, v; y;
Subject toX™, u;x;, = 1

Z}g':]_ ij]'k — Z{Zl Ui Xk < 0, k= 1, 2, K n
-u; < —¢, i=1,2, i m
—v; < —¢, =12, S

=

Convexity of CCR modd
Convex set: A set C in n- dimensional space is gaitle convex if for any points™, x® in set C, the line

segment joining these points is also in the sdé]C |
Mathematically, this definition implies thax™ and x® are two distinct points in C, then every point 1x® +
(1—-A)x®, 0<1<1mustalso be in the set C [5].
Feasible Solution: Feasible solution is any element of the feasibtgan of an optimization problem. The feasible oegs
the set of all possible solution of an optimizatmoblem [5].
Basic feasible solution: It is one that occurs at the corner point offéesible region in a graph [5].
Theorem: The collection of all feasible solution to CCR model constitutes a convex set whose extreme points correspond to
the basic feasible solutions.
Let F be a set of all feasible solution of the egst
AX=1, x0
If the set F of solutions has only one element) thés convex set. Hence the theorem is true mdase.
Now assume that there are at least two distinettpsl and x® in F. then we have
Ax®=1forx® >0
Ax®@ =1 forx® >0
We only need to show that every convex combinatibany two feasible solution is also a feasiblaugoh, we define a
pointx© as the convex combination of" and x®. This implies that
x©@ = 1x@ + (1 - D)xD, D1<1
By definition F is convex ix(® also belongs to F. To shoe this is true we mustvsthatx(®) satisfies the system of
constraints AX = 1,x%0
Thus AO=A{1x® + (1 - )xD}

AAx® + (1 - 1) AxD

21+ 1-1.1

A+ 1-4

=1
Also since0 < A< 1 andx® > 0,x® > 0, thenc® > 0. This means that(®eF and consequently F is convex.
Extreme point correspondence:
Suppose that X =X, 0] is a basic feasible solution whe¥g is an mX1 vector s.t. for a non-singular sub mairiof A.

BY; =1
If possible let us suppose that x be a point @deh that there exist?, x@eF, so that
x=Ax@D+ 1-DxD, 0<i<1

Let x® = [uy, v;] andx® = [u,, v,] whereu,, u, are mX1 vectors and,, v, are (n-m)X1 vectors then
[Xp, 0] = Aluy, v;] + (1- A)[uy, v,]
Xg=Au  + (1 - Du,
0=Av+(1-Dv,, 0<i<1
Sincex®, x(? are feasible solutions therefasev,, u,, v, = 0. Now0 < 1 < 1 and 0Av+ (1—A)v,.
Therefore we must have = v, = 0. Thusx™ = [u;,0] andx® = [u,, 0]. Again sincex(V) and x® satisfy AX = 1, we
haveBu;, = 1 and Bu,=1. Also since Bz = 1 and since expression of 1 as linear combinatiobasis vectors must be
unique, thereforay;, = u, = Xg
Hencex® = x = x. This is contradiction far® = x(). Hence u is an extreme point of F.

Conclusion _ .
In this paper, we have discussed linear programming. Also we have proved the convexity of

fractional programming and its relationship withear linear fractional programming problem. For provitig
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convexity we have considered CCR model in primal
form which states that the collection of all fedsib
solution to CCR model constitutes a convex set whos
extreme points correspond to the basic feasiblgtisolks.

References

[1]

(2]

(3]

[4]

[5]
[6]

A. Charnes and W.W. Cooper, Programming with
linear fractional functional, Naval Research Loigist
Quaterly, 1962, Vol.9, No.3-4, pp. 181-186.

A. Charnes, W.W. Cooper and E. Rhodes,
Measuring the efficiency of Decision Making Units,
European Journal of Operational Research, 1978,
Vol. 2, pp. 429-444.

E. B. Bajalinov, Linear fractional programming:
Methods, applications and softwares, Kluwer
Academic Publisher.

Hamdy A Taha, Operation Research: An
Introduction, Prentice Hall of India Private Limite
New Delhi, &' Edition.

S.D. Sharma, Operations Research: An Introduction,
S. Chand Publication, New Delhi.

S.F. Tantawy, A new method for solving linear
fractional programming problems, Australian
Journal of Basic and Applied Sciences, 2007, Vol.1,
No.2, pp. 105-108.

ISSN: 2277-9655
Impact Factor: 1.852

http: // www.ijesrt.conC)I nternational Journal of Engineering Sciences & Research Technology

[3142-3145]



